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Motivation

Need to improve Natural Language Understanding (NLU)
by computers
Computers are faster at processing web-scale data

In complex NLP tasks humans have unparalleled perfor-
mance.

Thesis Objectives

Results

Sentiment Analysis
Traditional approach:

Achievements:
SemEval 2015 Competition [1]:

• 16th position out of 40 competitors in both sarcasm
and regular 2015 datasets.

• 1st position in 2014 Tweet Sarcasm dataset.
TASS 2015 Spanish competition [2]

• 2nd position sentiment analysis in Twitter.

Learning Semantic Sentence
Representations

Goal: learning sentence abstraction with dictionary def-
initions and dynamic graph networks (e.g. dependency
graphs [3]).

Performance comparison with naive Bag of Words (BoW)
and SOTA models in supervised and unsupervised bench-
marks [4]:

Critical Thinking

Still far from human performance but there is much room for improvement:
• Dynamic Network Graphs seem just the right idea for encoding sentences (recent

paper from Google Deepmind [5])
• Better ordering of the semantic codification is possible (Continuous Variational

Autoencoders [6]).

Research Plan (Next Year)
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