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Results & Discussion

Learning Semantic Sentence Representations
Useful for finding concepts with fuzzy searches. Application in professional writing envi-
ronments.
Problems:

Approach: Reverse Dictionaries
• Given a definition try to guess the most suitable word from a large collection of
possible targets (e.g. 80000 words available in a dictionary)

• Semi-supervised Strategy. Models trained with dictionary definitions and a subset of
Wikipedia descriptions

• Model: Deep Learning Tree LSTM Network [3]

• Error measurement: cosine similarity ( target words vs root layer )

Assumption: Using syntactic joints in the deep engine will produce better results than
using sequential joints (most common approach)

Preliminary Results

The graph shows the evolution of the avg. error in the test records as a function of the
number of epochs.
Work in Progress: functional tests (e.g. avg. ranking of target words, accuracy dis-
cerning target words, etc), different network configurations,etc.

Research Plan (Next Year)
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