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« Obtain a multi-context solution for short
text classification on the financial area

* Test the results on real business context.

* Classify banking movements for
personalized marketing according to the
user profile/interests

ED + Make a efficiency & scalable approach to
an opportunity in PSD2 environment.

 Great amount of information available online.

* Growth financial solutions and their
information.

THESIS OBJETIVES

O

Design an automatic
SVM system competitive
with other existing
ones.

Compare the results
with another SVM &
platform results

Select the best features
to train the SVM
classifier

Application and
adaptation to different
datasets and contexts.

** Need to improve the understanding of short texts in financial contents
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» The proposed framework is composed of three modules:

* Pre-processing of short text

 Learning of probabilistic model on probability matrices

model.

» Test on a manual annotated dataset with over 30,871 banking
transaction descriptions.

RESEARCH PLAN

* Joint Project between GTI & Coinscrap Finance SL [ 9/2017
and 2/2018 ]

1) Evolution of the Approach improvements

1) Improvement 2) System incorporating quantitative
« Our effectiveness versus other approaches on short text 2) First version of speech detection system ‘nformation.
classification 3) Tagged manual dataset -> Gold-standard 3) Evolution of the manually tagged dataset
Y%Train  %Test Enabled features Prascre || Rmacre | Fmaero 4) Pre.par.a'tlc?n and pUbhcaUOn Of artlde IndUdlng qUOtathn Changes'
Word m-grams 80.76% | 50.48% | 62.13% (scientific Joumal or congress) 4) Sending paper to Congress/]oumal
Word m-grams + amount + date 88.27% | 53.79% | 66.85% ~ ~
Word m-grams + amount + date + lexica 94.63% | 81.62% | 87.65% ANO3 e — ———m ANOS5
70% 30% | Word m-grams + amount + date + lexica + char n-gram | 95.69% | 89.49% | 92.48% A
All-In-1b (Plank, 2017) 94.21% | 92.16% | 93.14%
IITP-CNN (Gupta et all, 2017) 86.07% | 78.43% | 79.47%
IITP-CNN+RNN (Gupta et all, 2017) 93.95% | 85.70% | 89.14%

ANO2 ANO4 :

1) Evolution of the approach improvements ) Evolution of the approach improvements
2) System to detect changes from the 2) Integration of the system in a platform
economic News. 3) Sending paper to congress
)

3) Evolution of the manually tagged dataset 4) Thesis defense
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