
• Short texts have less features and higher irregularity than 
longer texts.  

• Short text classification based on a svm classifier combined 
with linguistic knowledge is used to learn and label financial 
short text samples. The experimental results show that this 
method does improve the classification effect of short text. 

• Improving efficiency of financial short text classification from 
available data is still challenging. 

• The proposed approach produces better classification accuracy 
results when lexica knowledge is used as a feature as well as 
the information related to the amount and date of the banking 
movement.  

• The proposed framework is composed of three modules: 

• Pre-processing of short text 

• Learning of probabilistic model on probability matrices  

• Classification of banking movements by using the learned 
model. 

• Test on a manual annotated dataset with over 30,871 banking 
transaction descriptions. 

• Joint Project between GTI & Coinscrap Finance SL [ 9/2017 
and 2/2018 ] 

• Our effectiveness versus other approaches on short text 
classification 
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• Obtain a multi-context solution for short 
text classification on the financial area

• Test the results on real business context. 

• Classify banking movements for 
personalized marketing according to the 
user profile/interests

• Great amount of information available online. 

• Growth financial solutions and their 
information.

• Make a  efficiency & scalable approach to 
an opportunity in PSD2 environment.

Design an automatic 
SVM system competitive 

with other existing 
ones. 

Select the best features 
to train the SVM 

classifier  

Compare the results 
with another SVM & 

platform results 

Application and 
adaptation to different 
datasets and contexts.

** Need to improve the understanding  of short texts in financial contents

1) Improvement  
2) First version of speech detection system  
3) Tagged manual dataset -> Gold-standard  
4) Preparation and publication of article 

(scientific journal or congress)

AÑO2 AÑO4

AÑO3 AÑO5

1) Evolution of the Approach improvements 
2) System incorporating quantitative 

information. 
3) Evolution of the manually tagged dataset 

including quotation changes. 
4) Sending paper to congress/journal

1) Evolution of the approach improvements 
2) System to detect changes from the 

economic news. 
3) Evolution of the manually tagged dataset 
4) Sending paper to congress

1) Evolution of the approach improvements 
2) Integration of the system in a platform 
3) Sending paper to congress 
4) Thesis defense


