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The mechanism of 
container management and 

orchestration have to be 
developed in order to 

provide new services and 
guarantee the quality of 
experience for users and 

minimize the cost and the 
power consumption.

The technology related to the  
cloud computing and the 

GPUs has been evolving in 
the last years.

Containers are rapidly 
replacing Virtual Machines 

(VMs) as the compute 
instance of choice in cloud-

based deployments.
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Design a new 

architecture of GPU 

manager and 

scheduler in cloud 

computing.

Modeling the GPU 

task on Docker [1]

and Kubernetes [2] 

platform.

Mathematical model of the GPU task on Docker

𝐶𝑜𝑚𝑝𝑆𝑀 = 𝑙𝑑0 + 𝑠𝑡0 . 𝑔𝑆𝑀
𝐶𝑜𝑚𝑝𝐺𝑀 = ld1 + 𝑠𝑡1 − 𝐿1 − 𝐿2 · 𝑔𝐺𝑀 + 𝐿1 . 𝑔𝐿1 + 𝐿2 . 𝑔𝐿2

The first scenario

One container runs in a single GPU node.

𝑇1 = ቐ
𝑡. ( 𝐶𝑜𝑚𝑝 + 𝐶𝑜𝑚𝑝𝐺𝑀 + 𝐶𝑜𝑚𝑝𝑆𝑀)

𝑅. 𝑃. 𝜆. 𝛼
, 𝛼 = 1

𝑒𝑟𝑟𝑜𝑟 , 𝛼 = 0

The second  scenario 

Multi-containers have the same number of threads runs 

simultaneously and start in the same time in a single GPU.

𝑇𝑖∈ 1..𝑁 = ൞

𝑡. ( 𝐶𝑜𝑚𝑝 + 𝐶𝑜𝑚𝑝𝐺𝑀 + 𝐶𝑜𝑚𝑝𝑆𝑀)

𝑅. 𝑃. 𝜆. 𝛼
∗ 𝑁, 𝛼 = 1

𝑒𝑟𝑟𝑜𝑟 , 𝛼 = 0

The third scenario 

Multi-Containers run simultaneously in a single GPU. 

However, we suppose in this scenario that one of those 

applications has an execution longer than the others.

On suppose that 𝑆𝑖∈ 1..𝑁 =
𝑡𝑖.( 𝐶𝑜𝑚𝑝+𝐶𝑜𝑚𝑝𝐺𝑀+𝐶𝑜𝑚𝑝𝑆𝑀)

𝑅.𝑃.𝜆.𝛼

𝑇𝑁 = ቊ
𝑆𝑁 + 𝑆𝑖∈[1..𝑁−1]. (𝑁 − 1), 𝛼 = 1

𝑒𝑟𝑟𝑜𝑟 , 𝛼 = 0

𝐶𝑜𝑚𝑝 : The computational time used by each thread in a kernel.

𝐶𝑜𝑚𝑝𝐺𝑀 : The execution time for communication in global memory per thread.

𝐶𝑜𝑚𝑝𝑆𝑀 : The execution time for communication in global shared per thread.

𝑙𝑑0 : The total number of load performed by all threads in the shared memory.

𝑠𝑡0 : The total number of stores performed by all threads in the shared memory.

𝑙𝑑1 : The total number of load performed by all threads in the global memory.

𝑠𝑡1 : The total number of stores performed by all threads in the global memory.

𝑅 :  Clock rate.

01/01/2015 01/05/2015 29/08/2015 27/12/2015 25/04/2016 23/08/2016 21/12/2016 20/04/2017 18/08/2017 16/12/2017 15/04/2018 13/08/2018 11/12/2018

Establish an essential knowledge of Gstreamer [3], the hardware acceleration [4][5] and the media server [6]
Review the data sheets of different. manufactures of hardware video acceleration

Initial design of architecture for multimedia hardware acceleration
Test video processing in different embedded boards

Write a conference paper [7]
Establish an essential knowledge of the GPU virtualization

Establish an essential knowledge of Cuda [8], Docker and Nvidia-Docker [9]
Design a "Virtualized Media Server" Architecture

Establish an essential knowledge of  container orchastarion and Kubernetes
Test and analyse  the perfermance of Nvidia-Docker and Kubernetes with the GPU

Design a mathematical model for GPU job on Docker and Kubernetes
Design a new Kubererntes schudeler and manager

Implement the new design
Write and publish a journal paper

Write the final report

Mathematical model 

of the GPU is used to 

estimate the time 

required to run a GPU 

task inside a Docker

container.  

2015 2016 2017 2018

Test the 

performance of the 

GPUs on the 

embedded boards.

𝐿1 : The cache memory.

𝐿2 : The cache memory.

𝑔𝑆𝑀 : The latency in communication over shared memory.

𝑔𝐺𝑀 : The latency in communication over global memory.

𝑔𝐿1 : The latency in communication over cache memory.

𝑔𝐿2 : The latency in communication over cache memory.

𝜆 : Application optimisations factor 

𝛼 : If there is memory resource available α = 1 else α =0.

The new Kubernetes manager and 

scheduler uses containers information 

historical to decide which the best node  

where the pod should be deployed and  

it can choose  automatically between 

the CPU node  and the GPU node.

https://www.docker.com/
http://gstreamer.freedesktop.org/
https://developer.nvidia.com/cuda-toolkit

